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ABSTRACT

This paper describes some basic methods of clearaatognition. It is considered that the featutiaetion is
one of the most difficult and important tasks intgan recognition. For character recognition canrteduced a large
number of different systems of signs. The challewgs to highlight those characteristics that efiety distinguish one

class of symbols from all other.
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INTRODUCTION

In recent years significantly increased the irgere electronic, digital and optical image prodegsechniques
with the aim of improving their quality. This coittuted to the increase of the operation speed addcing the cost and
size of digital computers and the technical medrsgmal processing. Image processing techniquesiaeady playing a
significant role in scientific research, industngedicine, and space research and information sgsteEramples of these
methods include transferring digital images fronacgrraft, the video telephone communication throtightelephone
channels, increasing the clarity of images gendrbjean electron microscope, distortion correctbimages taken from
space, automatic analysis of the nature of thaiternatural resources images transmitted fromnlseseof the Earth, the
formation and improvement of the quality of biolcgli and medical images, including radiographs, #sagnd pictures,
radioisotope diagnosis, automatic mapping on aphatographs, the detection of defects in machartspusing industrial
radiographs. There is no doubt that over time,iitieege processing techniques will find wider useniedicine, in many
cases making it easier for doctor's diagnosis,iartdchnology. The actions of the robot, endowethwision" will be
based on automatic analysis of scenes. Effectivihads for encoding images, apparently, will in fo&re create an
individual television channels of bilateral commeation both personal and official use [1]. In thesidn and analysis of

image processing systems it is convenient and oerssary to have a mathematical descriptionegbtbcessed images.
CORRELATION AND PATTERN MATCHING

Introduced the matrix of symbols is compared &ehof standards. Calculates the degree of sityilagtween

the image and each of the standards. Classificafitime test image occurs using nearest neighbor.

From a practical point of view, this method isyesimplement and many commercial systems udéatvever,
even a small dark spot caught on the outer comtbarsymbol, can significantly affect the recogmitiresult. Therefore, to

achieve good quality of recognition systems usiatjgsn matching, use other methods of comparing@s42].
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One of the main modifications of the image congari algorithm uses templates presentation tempiatédse

form of a set of logical rules.

STATISTICAL DISTRIBUTION OF POINTS

In this group of methods for feature extractiorb&sed on the analysis of different statisticatrifistions of

points. The most famous methods of this group lisealculation points and calculation of intersatii

Moments of different orders are successfully useduch problems of image processing as the rolieisn,
detection and recognition of aircraft and shipgh®/images, scene analysis and character recagriitidhe latter case, as

signs are used, the values of the statistical mésredriotality "black” points with respect to aeeted center.
The most commonly used in applications of thisdkane progressive, Central and normalized moments.

For digital images stored in a two-dimensionaagyrow-based moments are functions of the cootelénaf each

point in the image following:

M-1N-1
My, =22 X7y (xy)
x=0 y=0
where p, g=0,I,...,; M and N are the image dimemsialong the horizontal and vertical and f(x,sylpiightness of

a pixel at point (X, y) in the image. The Centradments are a function of the distance of the pfsonnh the center of

gravity of the symbol:

My =22 (x=X)"(y=9)* f(xy)
Where x and y with a line - coordinates of theteenf gravity.

Finally, the normalized Central moments are oletdiby dividing Central moments to moments of ombp.

It should be noted that the string points, asle, provide low detection level. Central and norized moments

are preferable because of their greater invarismtmnsformations of the images.

In the method of intersection signs are formeccbynting the number of times occurred on the ietien of
image symbols with selected direct held at certmgles (e.g. 0, 45, 90, 135 degrees. This methaxftés used in
commercial systems due to the fact that it is iiardrto distortion and slight stylistic variation$ characters, and has a
high enough speed and does not require substaatimputing resources. For example, on the mark€d©@R-systems
based on automatic device that reads any upperpbanumeric characters. As the recognition allgoritused the
method of intersections. There are many other naistlod recognition based on selection of featuremfthe statistical
distribution of points. For example, zone methodolwes the separation of the square frame, endosymbol, region,
and the subsequent use of densities of pointsfiareint areas as a set of characteristic featunethe method of the
adjacency matrices as features deals with the @émgyuof the joint occurrence of "black” and "whitdéments in different

geometric combinations.
INTEGRAL TRANSFORMATION

Among modern recognition technologies, based ansformations that stand out methods that use é&ouri
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descriptors of the characters and the descripfdtsedoundaries.

The advantages of methods that use Fourier-Mdllie, to the fact that they have invariance to scatation and
shift of the symbol. The main drawback of thesehuods lies in the insensitivity to sharp jumps iightness at the

borders. At the same time, filtering noise at tbardaries of this property may be useful [3].
STRUCTURAL ANALYSIS

Structural features typically used to highlighe thverall structure of the image. They describegéh@metric and
topological properties of a character. One of tlestused features are strokes and spaces useentifyidhe following
characteristic features of the image: end pointgrsections of line segments, closed loops, agid plositions relative to

the frame, embedding the symbol.

Let the matrix containing utonchennyh symbol igdid into a number of areas, each of which hadetters A,
B, C, etc. Symbol is treated as a set of strokbs. Skroke is a straight lin&)(or curves (c), and connects some two points

in the drawing of the symbol [4]. The stroke isuave if the points satisfy the following expression

n

D ax +by, +c/ya’ +b?

i=1

ABC > 069

n

Otherwise, this is straight line. In this form@g ;) is a point belonging to the stroke; ax+by+c=€his equation
of the line passing through the ends of the strake, coefficient of 0.69 obtained experimentalliytHe introduced
symbols signs symbol can be written, for exampiehe form 'AC' and 'AcD’, which means that a straight line jpags
from region 'A' in region 'C' and the curve goimgnfi region 'A' in area 'D' respectively. The adeget of the structural
characteristics in comparison with other methodkhve determined by the resistance to shear, stalerotate the symbol
at a slight angle and also to possible distort@ms various stylistic variations of fonts. Unforately, the task of feature

extraction of this type is still in the researcbgess and has a more conventional solution.

In existing systems, OCR used a variety of clasdibn algorithms, i.e. the assignment of featuceslifferent

classes. They vary significantly depending on #lected characteristics and classification rules.

COMPARISON WITH THE STANDARD

To classify characters, you must first createbeally of reference feature vectors. For this stafgeraining the
operator or the Builder enters into the system @d&ge number of samples of the font charactemsebch sample, the
system highlights the characteristics and storemtim the feature vector. A set of feature vectiascribing a character is

called a class or cluster.

In the operation of the OCR system may need tampghe knowledge base. To achieve this, somemgdtave
the ability to geobotany in real-time. However, th&ning process requires human intervention antime-consuming,
though, and studies aimed at the automation ofléaming process that will enable the organizatmmminimize the
participation of the human operator. The clasdiiicaproblem is to define the class that owns gaure vector obtained
for a given symbol Classification algorithms basedthe determination of the degree of closeneshenet of attributes

of the symbol under consideration each of the easshe credibility of the result depends on theselm metric feature
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space. The most wellnrown metric refers to the Iclidean distance:

DjE :\/i(FijL - FiL)2

i=1

Where FijL - i- th characteristic of the-th reference vector;FiL— ith symptom of the tested images of
symbol.

When classifying using nearest neighbor symbol bélassigned to class, a feature vector which is cldegbe
feature vector of the character. Note that the obstomputation will increase with the increasethie number of use

features and classes.

One of the methods to improve the metric of sirty based on a statistical analysis of the referesateof

features. In the classification process more ridiaimication is given greater priori

N
DjE :\/Z\Ni (FijL -Fh)?
=1

Where w; - weight of the ith sympton.

Another classification technique that requires kiealge of a priori information based on the use afyés
formula. From Bayes rule it follows that the featwector belongs to class j if the likelihood réby more than the ratio of

prior probabilities of class j to the a priori pedfility of class L
NEURAL NETWORK STRUCTURE

Artificial neural network is widely used in character recognitioneTdlgorithms that use neural networks
character recognition addten built in the following way. Coming to recoggia character image (bitmap) is reduced

certain standard size. Generally used a raste8xif6l pixels Examples of such normalized rasters shown in Figure. 1.

O AEAPCI
BN ABAL 7B
2NOX4£KO

Figure 1: Bitmap

The brightnessalues of the nodes of normalized bitmap are usddput parameters for the neural network.
number of output parameters of the neural netwqtkaks the number of recognized characters. Thegraton result is ¢
character which corresponds to treater of the values of the output vector of tharal network (see Figure 2, sho
only a portion of the links and nodes of the rgstenproving the reliability of such algorithmsdsie, as a rule, eithin
the search for more informative input lures or complexity of the structure of the neuratwork. The reliability of

recognition and the need of a program computinguees largely depend on the choice of structucepamameters of
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neural network. Image numbers are adjusted to iaeg(5tx16 pixels). The resulting image is input to theinad network

ABBTIXEERS ...
BN

D OD 0D DD

Figure 2: Part of Neural Network

As input parameters for the neural network instefithe brightness values at the nodes of a noredlEtmar
can be used values that characterize the brightiéfesence. These input parameters allbettering highlighting the
edges of the letters. Begnition system rukopisnyh numbers, using suchutimarameters. Coming to recognize
images are adjusted to the size of 16x16 pixelenTihey are further processed to separate the pittsthe greates
differences in brightnes®©ne of the widelyused methods to improve recognitiaocurac is the simultaneous use of
several different recognition modules, and theedrdting the obtained results (e.g., by voting)s tery important thi
the algorithms used by these modules to be morepemnbet. This can be achieved through the use of reciogr

modules that use fundamentally different algorithamsl a special selection of the training ¢

One such method was proposed a few years ago &adésl on the use of three recognition mod(machines).
The first machine is trained in the usual way. Beeond machine is trained on the characters tha fitered the firs
machine so that the second machine sees a mixashaters, 50% of which was identified as the fiat right and 509
wrong. Finally, the third machine is trained on taracters on which the recognition results ofltsteand 2nd machine
When testing recognized symbols are an input tthedle machines. Estimates obtained at the oufpalt three machine

are sumrarized. The character who received the highest $otae is given as the recognition re:
POSTPROCESSING OF THE RECOGNITION RESULTS

A high accuracy OCR systems, such as, for examgéaling and processing machine readable passpbtisa
documentsthe quality of recognition obtained by recogmitiof the individual characters is not considereffigant. In
such systems it is necessary to use contextuaimafiion. The use of contextual information alloveg anly detect error
but also correct thenT.here are many OCR applications that use globall@ral positional diagrams, trigrams-grams,
dictionaries, and various combinations of thesehods. Consider two approaches to solving this grobla dictionan
and a set of binary matrices tlggaproximate the structure of the diction It is proved that dictionary methods are am
the most effective in determining and correctinges of classification of individual characters.téf recognition of al
symbols of a certain word dictionars searched for this word, given the fact that iy mantains error. If the word four
in the dictionary, it does not mean the absencermirs. A mistake can turn one word in the dictigrta another, is als
included in the dictionary. This error mii not be detected without the use of semantic comééxbformation, only sh
can confirm the correct spelling. If a word in tietionary is missing, it is believed that the wanistake. To fix resa to
replacing such word for a similar word from thictionary the correction is not made if the dictoy has found a fe

suitable options. In this case, the interface adleame systems to offer the user different solstifor example, to ccect
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the error, ignore it and continue working or mahe word in the dictionary.

The main drawback in the use of the dictionaryhist the lookup operations and comparisons useckriar

correction require significant computational costreased with the increase of volume of the dietign

Some developers to overcome the difficulties dased with the use of a dictionary, trying to idént
information about the structure of the words frdma tvord itself. Such information indicates the @egof credibility of p-
grams (e.g., pairs and triples of letters) in #.tN-grams can also be globally positioned, llygabsitioned or even re-

acquisition.

For example, the reliability re-acquisition paifdetters can be represented as a binary malwxelement which
is equal to 1, then and only then when the cornedipg pair of letters in a certain word includedtie dictionary. Binary
positional chart B is a binary matrix, defines whigair of letters has a non-zero probability ofweence at a particular

position (i, j). The set of all positional chaneliudes a binary matrix for each pair of positions.
FORMALIZATION OF THE PROBLEM OF RECOGNITION OF LETT ERS OF THE ALPHABET

Let's present letters in the form of a bitmap (fig3).

J""urj = L]

i

Figure 3: Bitmap

Dark cell is a pixel on the image corresponds;te 1, light - |j= 0. The challenge is how to define the image of
the letter that was filed Build SME Ni * Nj entregs; each entry corresponds to one pixgl=b, k = 1.. N* N;. The

brightness of the pixels is the components of thui vector. As output signals, we choose the fitibathat the

C

presented image corresponds to the letter: y;=.qg)r. The network calculates the outp(dtﬁ) — | -+ |[where the
Cwm
output is C1 = 0,9 means, for example, that preskanh image of the letter "A", and the networkusesof 90%, the yield

of C2 = 0,1 - what image corresponds to the I&éB&mwith a probability of 10%, etc.

Alternatively, the inputs of the network are sédelc and the output - only one, room m presenttdrte The

network learns to give the value of m accordintheshown image I:

In this method, there is a lack of: letters witmitar numbers m, but different image can be svéttiby the
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network during recognition.

There is no fixed procedure for selecting the nemddf neurons and number of layers in the netwdhe more
the number of neurons and layers, the greaterppertunity network, the slower she is trained amtks and, moreover,

can be nonlinear dependence of input-output.
The number of neurons and layers are linked:
» with the complexity of the task;
« with the number of training data;
« with the desired number of inputs and outputs efrtatwork;

e Available resources: memory and performance onntaehine where the simulated network; There have bee
attempts to write empirical formulas for the numbétayers and neurons, but the applicability af formulas

was very limited.
If the network has too few neurons or layers:
* network is not trained and a bug in the network rgitnain high;
» Atthe network egress will not be transferred tarphluctuations of the approximated function y(x).
The excess of the required quantity of neurors iakerferes with network operation.
If neurons or too many layers:
« performance will be low, and memory will requiréoaon the von Neumann computer;

» the network will retrain: the output vector willatisfer insignificant and irrelevant details in #tedy of the

dependence y(x), for example, noise or erroneots da

» the dependence of output to input will be sharpbn-finear, the output vector will be substantiaipd
unpredictably change with a small change of thetimector x;4) the network will be incapable of generalization
in the region where there is no or little known misiof the function y(x) output vector will be rand and

unpredictable, will not be sufficient resamay task.

A program was written to partially implements thain blocks of the automatic recognition of letters

Matnni tozalash
Matrini tozalash

Tasvimi tozalash L
Tasvimi tozalash

T anilgan matn
Tanilgan matn

o [}

Holat: Belgi tanid: "4". Holati: Belgi tanildi "D
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Tanish
Tarish

Matnni tozalash )
Matnni tozalash

Tasvimi tozalash

Tagvimi tozalash

Tarilgan matn Tanilgan matr

0 u

Halati: Belgi taniid: “0" Holati: Belgi tanild “U"

Figure 4
CONCLUSIONS

Thus, when imaging characters required for somgessto identify some homogeneous areas of the inEge
stages of image pre-processing can reduce theeirdli of distortion on the recognition process. @ lhasis of the
obtained results we can conclude that the propappdoach introduces a new potential in solvingowsiproblems of

image processing, as it offers a flexible and aalaptway of handling the uncertainty present intdigmages.
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